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Abstract

This paper provides a fully abstract semantics for a variant of the concurrent object calculus.

We define may testing for concurrent object components and then characterise it using a trace

semantics inspired by UML interaction diagrams. The main result of this paper is to show that

the trace semantics is fully abstract for may testing. This is the first such result for a concurrent

object language.

1 Introduction

Abadi and Cardelli’s [1] object calculus is a minimal language for investigating features of object

languages such as encapsulated state, subtyping, and self variables. Gordon and Hankin [7] added

concurrent features to the object calculus, to produce the concurrent object calculus.

Prior work on the object calculus has concentrated on the operational behaviour of object sys-

tems, and type systems which provide type safety guarantees. The closest paper to ours is Gordon

and Rees’s [8] fully abstract semantics for the immutable single-threaded object calculus. There

has been no work on providing fully abstract semantics for concurrent mutable objects.

In this paper, we present the first fully abstract testing semantics for a variant of Gordon and

Hankin’s concurrent object calculus without subtyping. The lack of subtyping here affords a simpler

presentation of the labelled transitions and traces but we anticipate that the proof techniques used

here are robust enough to cater for subtyping also. This semantics was inspired by UML interaction

diagrams [4], which are a common tool for visualising interactions with object systems.

1.1 Interaction diagrams

Interaction diagrams (in particular sequence diagrams) were developed by Jacobson, and are now

part of the Unified Modeling Language standard [4]. Interaction diagrams record the messages

sent between objects of a component in an object system. These messages include method calls
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• Messages are incoming or outgoing message calls, or matching outgoing or incoming returns.

• Messages are decorated with thread identifiers.

• Messages may include fresh names.

We have only used a very small subset of sequence diagrams, which in turn is a very small subset

of UML, but in this paper we will show that this small subset is very expressive, and in particular

provides a fully abstract semantics.

1.2 The object calculus

The object calculus is a minimal language for modelling object-based programming. Abadi and

Cardelli [1] provided a type system and operational semantics for a variety of object calculi, and

proved type safety for them. Gordon and Hankin [7] have since extended this language to include

concurrent features.

In this paper, we shall investigate a variant of Gordon and Hankin’s concurrent object calculus,

which includes:

• A heap of named objects and threads.

• Threads can call or update object methods, can compare object or thread names for equality,

can create new objects and threads and can discover their own thread name.

• An operational semantics based on the π-calculus [19, 18], and a simple type system.

• A trace semantics as discussed in Section 1.1.

We are not considering many of the more advanced features of the object calculus or the concurrent

object calculus, such as recursive types, object cloning and object locking. This is just for simplicity,

and we do not see any technical problems with incorporating these features into our language.

In another strand of research Di Blasio and Fisher [3] also designed a calculus for modelling

imperative, concurrent object-based systems. As with Abadi and Cardelli’s object calculus and its

various extensions, the emphasis in Di Blasio and Fisher’s work is again on type systems and safety

properties for them.

1.3 Full abstraction

The problem of full abstraction was first introduced by Milner [17], and investigated in depth by

Plotkin [24]. Full abstraction was first proposed for variants of the λ-calculus, but has since been

investigated for process algebras [9], the π-calculus [6, 10], the ν-calculus [23, 14], Concurrent

ML [5, 15], and the immutable object calculus [8].























































1. If C1!C2 ≡ D ‖ E then there exist components such that C1 ≡ D1 ‖ E1 and C2 ≡ D2 ‖ E2 with

D ≡ D1!D2 and E ≡ E1!E2.

2. If C1!C2 ≡ ν(~n : ~T ) .C then there exist components such that C1 ≡ ν(~n1 : ~T1) .C′
1 and C2 ≡

ν(~n2 : ~T2) .C′
2 with (~n : ~T ) = (~n1 : ~T1,~n2 : ~T2) and C′ ≡ C′

1!C′
2.

Proof: Proved by induction on the derivation of C1!C2. ✷

Lemma A.2 If C1!C2
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